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Various domain-specific knowledge graphs (KGs) have 
been curated to host factual knowledge in e.g., science.

Challenges: 
- Domain experts are still expected to write complex 

queries, e.g. SPARQL, to access the KGs.
- LLMs are good at Q&A, but lacks factual, domain 

knowledge leading to problems like hallucination.
- Can we have a KG Q&A system that marries the 

merits of both graph search and LLM?

GraphLingo: A KG Q&A tool that synchronizes 
domain-specific KGs and LLMs to guide users in 
exploring domain knowledge with natural language. 
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GraphLingo Framework

Query Extractor
- Translate received natural language question into graph 

pattern query, Q.
- By prompting LLMs through prompt generator module.

Query Transformer
- Transform initial graph query Q to be more 

semantically relevant to the KG. 
- With Pattern-of-Thought (PoT) prompting technique.

LLM-enhanced Query Processor

Graph Query Engine
LLM Query Processor
Preference-aware Exploration:
- Allow users to pose ad-hocly a 

tunable preference, to explore 
knowledge in a more “explorative” or 
“conservative” manner.

- Diversely selecting answers from the 
union set of result triples from the KG 
and LLM:

Demo Interface

Prompt Generator
- Bride the communication 

between graph processing 
modules and the LLM.

- Automatically generate 
prompts based on induced 
sub-patterns.


